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A new type of electronic trial wavefunction suitable for quantum Monte Carlo calculations of
molecular systems is presented. In contrast with the standard Jastrow—Slater form built with a
unique global Jastrow term, it is proposed to introduce individual Jastrow factors attached to
molecular orbitals. Such a form is expected to be more physical since it allows to describe differently
the local electronic correlations associated with various molecular environments (1s-core orbitals,
3d-magnetic orbitals, localized two-center o-orbitals, delocalized m-orbitals, atomic lone pairs,
etc.). In contrast with the standard form, introducing different Jastrow terms allows us to change the
nodal structure of the wavefunction, a point which is important in the context of building better
nodes for more accurate fixed-node diffusion Monte Carlo (FN-DMC) calculations. Another
important aspect resulting from the use of local Jastrow terms is the possibility of defining and
preoptimizing local and transferable correlated units for building complex trial wavefunctions from
simple parts. The practical aspects associated with the computation of the intricate derivatives of the
multi-Jastrow trial function are presented in detail. Some first illustrative applications for atoms of
increasing size (O, S, and Cu) and for the potential energy curve and spectroscopic constants of the
FH molecule are presented. In the case of the copper atom, the use of the multi-Jastrow form at the
variational Monte Carlo level has allowed us to improve significantly the value of the total
ground-state energy (about 75% of the correlation energy with only one determinant and three
atomic orbital Jastrow factors). In the case of the FH molecule (fluorine hydride), it has been found
that the multi-Jastrow nodes lead to an almost exact FN-DMC value of the dissociation energy
[Dy=-140.7(4) kcal/mol instead of the estimated nonrelativistic Born—-Oppenheimer exact value of
—141.1], which is not the case with standard nodes, Dy=—138.3(4) kcal/mol. © 2010 American

Institute of Physics. [doi:10.1063/1.3457364]

I. INTRODUCTION

At the heart of quantum Monte Carlo (QMC) simula-
tions of electronic ground-state properties is the use of a trial
wavefunction, W, approximating the unknown wavefunc-
tion, W. The role played by W, is central and many-fold.
First, it is used to implement the “importance sampling”
strategy common to any efficient Monte Carlo scheme (either
classical or quantum). Indeed, apart for very simple systems,
Monte Carlo estimators are expected to converge only if the
random sampling of the underlying configuration space is
made efficiently, that is to say, only regions associated with a
significant probability density are visited. Second, the trial
wavefunction is essential for reducing the statistical fluctua-
tions on the total energy. This property is based on the exis-
tence of a so-called zero-variance (ZV) principle which
states that the closer the trial wavefunction is from the exact
wavefunction, the smallest the statistical errors on the energy
are. In the limit, W;=W,, the statistical error entirely vanishes
(ZV). Note that this ZV principle valid for the energy has
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been recently extended to arbitrary properties.l Finally, a last
but fundamental role played by the trial wavefunction in the
case of fermionic systems is its role in imposing the Pauli
exclusion principle. As well-known, there does not exist a
stable and exact QMC algorithm for fermionic systems (be-
cause of the famous “sign problem,” for molecules see, e.g.,
Ref. 2). In practice, this difficulty is circumvented by using a
stable algorithm consisting in solving the Schrodinger equa-
tion with the additional constraint that the solution has the
same sign as the trial wavefunction. Unfortunately, this con-
straint which implies to impose to W the same nodal hyper-
surfaces as Wy introduces a small bias, the so-called fixed-
node (FN) error. This error is, in general, a very small
fraction of the total energy; nevertheless, it can lead to un-
desirable physical consequences when considering the small
energy differences we are interested in (electron affinities,
ionization potentials, binding energies, etc.). Note also that it
can be shown that the FN energy is an upper bound of the
exact energy (variational principle).

Now, in view of the practical importance of all these
points, an intense activity has been developed toward
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devising better trial wavefunctions associated with smaller
statistical fluctuations (to decrease the computational effort
and/or to treat larger systems) and smaller FN errors (better
control of the quality of the results). The general guide for
improving trial wavefunctions is to use functional forms
which incorporate as much as possible the various physical
and mathematical properties of the exact unknown wave-
function. In addition, the form of the trial wavefunctions
must absolutely be in practice as compact as possible since
the function, its first, and second derivatives are to be calcu-
lated at each Monte Carlo step. Finally, on top of that, it is
desirable to optimize by minimization of the energy or the
variance all or part of the parameters appearing in the trial
wavefunction.

The most standard form used presently for the trial
wavefunction, known as the Slater—Jastrow form, is written
as

Net

Wr=e/"rm Y ¢ Det({®])Det (D)), (1)
k=1

with N being the number of electrons, Ny, is the number of
terms in the multideterminant expansion, and {®{}(o=1,])
is a set of molecular orbitals. In this expression the prefactor
¢’ is known as the Jastrow factor. Its role is to impose the
exact behavior of the wavefunction in the [r;;— 0]-limit
(electron-electron cusp condition) and, also, to incorporate
some two-body (electron-electron and electron-nucleus) and
three-body (electron-electron-nucleus) correlations (to de-
scribe the best as possible the shape of the Coulomb hole®).
The determinantal part is, in general, issued from some ab
initio wavefunction or density functional theory (DFT) cal-
culations. The multideterminant expansion is introduced for
describing situations where the exact wavefunction is ex-
pected to be strongly multiconfigurational (bond-breaking
processes, excited-states, etc.). Because molecular orbitals
are optimized within a pure ab initio framework without the
presence of a Jastrow term, it is, in general, desirable to
reoptimize most of the parameters of the trial wavefunction’
(Jastrow parameters, molecular orbitals, and expansion coef-
ficients cy).

Other forms for the trial wavefunction have been intro-
duced in literature but, so far, they have remained of mar-
ginal use. We can cite, for example, the geminal wavefunc-
tion of Sorella and co-workers,6 the Pfaffian wavefunction of
Mit4s and collaborators,” and the backflow (BF) trial wave-
function of Lépez Rios et al®

Here, we propose a new trial wavefunction valid for ar-
bitrary molecular systems. This wavefunction is a generali-
zation of the standard form, Eq. (1), where the common
Jastrow factor is replaced by several Jastrow factors e’i, each
of them being attached to a particular molecular orbital, ®;.
In what follows, this trial wavefunction will be called the
multi-Jastrow wavefunction. The expression of the new
wavefunction is written as follows:
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Nget

Wr= 2 ¢ De({e'i[})Det({e'i}}). )
k=1

Note that in this latter formula the general case correspond-
ing to the use of a different Jastrow term for each orbital is
considered. However, as we shall see in the applications,
using as many Jastrow terms as orbitals is, in general, not
necessary: We can avoid introducing Jastrow terms for orbit-
als which do not play a critical role and/or use a common
Jastrow term for molecular orbitals equivalent by symmetry.
The physical idea behind this form is to allow an orbital-
dependent description of the structure of the correlation ef-
fects. Indeed, it is quite legitimate not to place on the same
footing the correlation effects between electrons occupying a
1s-core orbital, a 3d-magnetic orbital, an atomic lone pair, a
localized two-center o-orbital, a delocalized 7r-orbital, etc.
As we shall see in our applications, the multi-Jastrow trial
wavefunction appears to be a physical improvement with
respect to the standard form, Eq. (1). Not only the variational
energy is lowered but also the change of the nodal structure
associated with the introduction of local Jastrow terms into
determinants can also lead to better results. Finally, employ-
ing a multi-Jastrow form opens perspectives toward devising
systematic procedures for constructing good-quality wave-
functions for electronic systems of arbitrary size.

The organization of this paper is as follows. In Sec. I we
present the multi-Jastrow trial wavefunction. In Sec. III the
algorithms for optimizinig the trial wavefunction are briefly
presented. In Sec. IV the most difficult technical part of the
approach, namely, evaluating efficiently the derivatives of
the multi-Jastrow trial wavefunction with respect to spatial
coordinates and parameters, is presented in detail. In Sec. V,
illustrative applications for the oxygen, sulfur, and copper
atoms and the FH molecule are presented. In Sec. VI the
computational cost associated with the use of multi-Jastrow
wavefunctions is discussed. Finally, we present some sum-
mary and perspectives in the Sec. VIL

Il. THE MULTI-JASTROW TRIAL WAVEFUNCTION
A. The standard form

As briefly recalled in Sec. I the standard form used for
the trial wavefunction is as follows:

No ¢k{(1‘1) ¢k](l'NT)
\I,T=6J(r1,...,rN)2 & :
k=1
‘ﬁkjvT (ry) ¢k;\]T(rNT)
¢k%(rN)

¢k{(l‘NT+1)

X

(3)

¢k}vl(rNT+l) d’k}vl(rN)

In this expression the prefactor ¢’ is the Jastrow factor. Note
that for the sake of simplicity J or ¢’ will be called here
Jastrow factors indifferently. Many different forms for J have
been proposed in literature. A typical “minimal” form is
given as follows:
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J(rl’ .. rN) E 1 E 2 Tig» (4)
o 1+ b

where the Latin indices i and j refer to electrons and the
Greek index « to nuclei. Parameters a, _are introduced to
impose the electron-electron cusp condlltlon namely, a
=1/2 for spin-unlike electrons and a,, ,—1/4 for spin- lrke
electrons. The parameters b% are introduced to take into
account the screening of the electron-electron interaction at
large interelectronic distances, and the parameters c, are in-
troduced to allow some readjustment of the electronic den-
sity once the r;; terms have been introduced into the wave-
function. More sophisticated forms can be written and are
generally expressed under the generic form,

J(l'],.. rN) Eveerz])+zve n(rla

i<j

+ 2 E ve—e—n(rij’ ria’rja)’ (5)

i<j a

where the functions, v,_,, v,_,, and v,_,_, describe the two-
body electron-electron, electron-nucleus correlations, and the
three-body electron-electron-nucleus correlations, respec-
tively. Each of these functions is usually expanded in terms
of simple elementary functions (polynomials, Padé, sums of
exponentials, etc.).

Here, we shall use the following form:

J(rh ""rN) EE[S 1]) pa(rla) pa( )
]#l a
+gatr rlar]a+ga13' (V 'a)Fizj]’ (6)

where 7;, and 7;; are renormalized electron-nucleus and in-
terelectronic distances, respectively, whose expressions are
given by

~ Tij

b
v 1+b, Fij
7 o= Via
R | +barm’

and where the functions s, (r) and p,(r) are expressed as
ij

R ()
Nget 1

W= E Ck
Ty ()
1

NI gy ()

/M N EEIN) gy (ry )
A
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rtegriter +e(4)r4)

soij(r) =

nucl

(}‘“ r+f<2)r2+f<3 r +f<4

pa(r) =

nucl

In these formulas N, denotes the number of nuclei and the
quantities {bg ,b,.e g) Lﬁ) } play the role of parameters
(there are 10+9Nnucl such parameters)

In the expression, Eq. (3), of the trial wavefunction the
determinantal part is a finite sum of Ny, Slater determinants
of single-particle molecular orbitals, c; being the various am-
plitude coefficients. Ny and N, are the number of T (or @)
and | (or B) electrons, respectively. This part is obtained
using standard DFT or ab initio wavefunction-based method:
Hartree-Fock (HF), complete active space self-consistent
field (CASSCF), small-configuration interaction, etc. The
various molecular orbitals ¢k<r (o=1,]) are extracted from a
set of active orbitals ¢,(r), . N (r) Note that the formal-
ism used in QMC calculatlons is a sp1n -free formalism.’ The
trial wavefunction depends only on space coordinates, r;,
and, the molecular orbitals employed are spatial orbitals de-
pending only on the ordinary three-dimensional (3D)-
coordinates. To get a wavefunction obeying the Pauli prin-
ciple, the antisymmetry of the wavefunction under the
exchange of the spatial coordinates of any pair of electrons
having the same spin has to be imposed.9 Here, this property
is fulfilled because the global Jastrow term is by construction
fully symmetric under the exchange of any pair of electrons
and because the product of two Slater determinants for o
=1 and o=] realizes the antisymmetry.

B. The multi-Jastrow form

The multi-Jastrow form is similar to the standard form,
except that the global Jastrow term is no longer attached to
the determinantal part as a whole like in Eq. (3), but is now
split into multiple Jastrow terms e’i attached to each molecu-
lar orbital ¢;(r). In what follows, these individual Jastrow
terms will be referred to as local Jastrow terms. The denomi-
nation local is chosen here to emphasize on the fact that the
Jastrow term will have a non-negligible impact only in the
region of space where the (atomic or molecular) orbital will
take its main values. To be more precise, the wavefunction
proposed here is given as

ejk{(rNﬁl‘ri#rNT-r—l)qSk%(rNT_H) ekl #ry) d’k{(rN)

eJkNr(rN'”‘r"#NT“)d’k[{, (ry,41) i radri#rn) Bil, (xy)
) |

(7)
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In this expression the set of orbitals {¢;s}, o=1,] of a given
component of the sum is a subset of size N, of the full set of
the active molecular orbitals used. The local Jastrow func-
tions Jy(r;|r;#r;) are arbitrary (smooth) functions of all
electronic coordinates (ry, ...,ry). For convenience, we have
adopted the following notation:

Jk(l‘j|l‘i * I‘j) = Jk(l‘j|l‘1, PR v + I‘j, ,I‘N). (8)

Remark that in the list of arguments of the local Jastrow
terms the “reference” electron (here, labeled with j) is the
electron occupying the molecular orbital attached to the local
Jastrow and has been particularized from the (N—1) remain-
ing “external” electrons. This distinction is introduced be-
cause we impose to all local Jastrows J; to be symmetric
under the exchange of any pair of external electrons. This
property can be expressed as follows:

VA0 1) SRS JRUDRI SN %)
=Jk(rj|r1, ,I’m, ,I’l, ,I‘N)
)
VI#j and Vm#j.

Now, the elementary but most important point to remark is
that our proposed form (7) still obeys the Pauli exclusion
principle. To verify this we just need to check that the wave-
function changes its sign when two electrons having the
same spin are exchanged. Without loss of generality, let us
consider that the two electrons to be exchanged are electrons
1 and 2 of spin 7. When doing the exchange, the first and
second columns of all T-determinants are exchanged and the
signs of these determinants are changed. In all other columns
(columns of T-determinants except columns 1 and 2 and all
columns of | -determinants), electrons 1 and 2 have the status
of external electrons. Now, because of the symmetry prop-
erty, Eq. (9), this exchange leaves the wavefunction un-
changed. Finally, as desired, the overall sign of the wave-
function is changed when spinlike electrons are exchanged.

Various forms for the local Jastrow terms can be used. In
this work, in order to allow the fairest possible comparison
between results obtained with our new proposal and with
standard wavefunctions using a single common Jastrow, the
same functional form for both types of Jastrow has been
chosen. Accordingly, for each Jastrow J, we define the renor-
malized interelectronic, 'r'g‘), and electron-nucleus distances
?f];) defined as

S — i

i 1 +byr; j’

~(k) Tia
Tia 1+b ’
+ Ol ia

and the local Jastrow is written as

1

J(rfr; # 1) = 22 2 [5¢(F) = PralFi) = PralFi)
J#Fi «a
R A o G R (10)
where
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(e,({l)r + efcz)r2 + e,(f)r3 + e,((4)r4) ,

si(r) =
nucl

1
Pka(V)=_(f§cla)r+ kza)r2+ k3a)73+ 1;2”4)-

nucl

In contrast with the standard Jastrow factor, note that the
parameters by, eg), and g]((lc)y do not depend on the spinlike or
spin-unlike character of the electron pair. This latter property
is primordial to have a trial wavefunction fulfilling the anti-
symmetry property of fermions. In these expressions, the
quantities {bk,bak,eg), kg, gfcl;} play the role of parameters.
For a given local Jastrow, there are 547N, such param-
eters.

Now, a few important remarks are in order. First, as al-
ready briefly discussed in Sec. I, the physical role played by
the local Jastrow terms is rather clear. Each reference elec-
tron occupying a given molecular orbital interacts with the
complete set of the (N—1) remaining external electrons. The
nature of this interaction and its representation via a Jastrow
term is clearly very dependent on the type of molecular or-
bital occupied by the reference electron. For example, ls
electrons close to some nucleus (large-Z attraction) do not
experience the same local Coulombic interaction as 3d elec-
trons moving in a small region of space crowded by many
electrons (large electron-electron repulsion). This is also the
case when considering lone pair electrons which are of
atomic nature or 7-electrons involved in a multiple bond
which can be mainly involved between two atoms or circu-
lating over a ring (aromatic compounds) and so on. A second
remark is that to build a properly antisymmetrized wavefunc-
tion constructed from fully correlated elementary blocks
(here, the product e’i¢p; depending explicitly on all electronic
coordinates) is, in general, not tractable from a computa-
tional point of view because of the N! problem coming from
the 1- and |-antisymmetrizers (sums over all possible per-
mutations). Here, the particular form of our trial wavefunc-
tion where a full symmetry between external electrons coor-
dinates has been imposed allows us to re-express the
antisymmetrizers as standard Slater determinants like in the
usual case where the antisymmetrizers are applied on a prod-
uct of one-particle functions. Related to this remark, let us
note that it would have been more physical to consider a
spin-dependent interaction between the reference electron of
a given spin and external electrons of the same and opposite
spin. Unfortunately, introducing such a structure would have
led to untractable form for the trial wavefunction.

Finally, a last remark concerns the fact that introducing
orbitals which depend on the positions of more than one-
electron as done here is not new. In the case of the geminal
wavefunction of Sorella and co—workers,6 or the Pfaffian
wavefunction of Mitaié,7 the one-electron orbitals are re-
placed by a two-electron function with the purpose of better
reproducing the electron pair correlations. In the case of the
BF-type trial wavefunctions (see, e.g., Ref. 8) molecular or-
bitals depending on the entire set of electron-coordinates via
the use of a so-called BF displacement are introduced. How-
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ever, despite this common feature the differences with our
multi-Jastrow form are important and are briefly discussed in
the next section.

C. Relationship with BF-type trial wavefunction

A multideterminantal BF trial wavefunction can be ob-
tained from the standard Slater—Jastrow form, Eq. (3), by

J. Chem. Phys. 133, 044111 (2010)

adding to the coordinates r; of the particles in the Slater a BF
displacement depending on the coordinates of all particles,

I‘i—>l‘i+§i(l‘1,...,I‘N). (]1)

Physically, this BF displacement is supposed to reproduce
the perturbation of the flow of particles around a given par-
ticle. Using the same notations as above, the BF wavefunc-
tion can be written as follows:

Nga ¢k](l'1 +&(ry, ....ry) €f>1<{(1’1vT + gNT(rla ceesT)
q,T:eJ(rl,...,rN)E c :
= ¢k;/T(1'1 +&(ry, ....ry) d’kIT\,T(I'NT + §NT(I'1» coesTy)
d’k%(rNTH + fNTH(l‘b cosTy) ¢k{(l'1v+ Ev(ry, ....Ty)
X : : (12)
¢k}vl(rNT+1 + §NT+1(P1’ coosT) ¢k}VL(rN+ EN(ry, ....ry))

Comparing Eqgs. (7) and (12) allows us to see the differences
between how the electronic correlations are introduced. In
the BF case, the local displacement ¢ for a given electron is
independent on the orbital occupied. In contrast, in the multi-
Jastrow case the coupling with other electrons is strongly
dependent on the orbital occupied, a point which is central in
our approach. Another point is that in the multi-Jastrow case
the partitioning of the 3D-space between different regions—
atomic regions, bonding regions, etc.—is possible by using
localized orbitals. Furthermore, it is not necessary to intro-
duce a Jastrow term for each molecular orbital, a point which
is not possible with the BF form. Hence, our multi-Jastrow
form appears to be much more flexible than the BF wave-
function.

lll. OPTIMIZATION OF THE TRIAL WAVEFUNCTION

In this section we present the optimization scheme em-
ployed in this work. As known, to define an efficient proce-
dure for optimizing the parameters entering QMC wavefunc-
tions is, in general, nontrivial. For example, we have found
that the standard variance-minimization algorithm using a
correlated approach of Umrigar et al."’ was insufficient to
get reasonable parameters for our multi-Jastrow wavefunc-
tions. We have therefore turned our attention to the very
recently proposed method of Umrigar and collaborators, !
based on the use of a linear expansion of the trial wavefunc-
tion within the space spanned by the wavefunction and its
first derivatives with respect to all parameters,

Nopt
. p
Vr®R) = Yr(poR) + 2 (PPl (PuR).  (13)
i=1 i
where R=(r;,...,ry) and p is the set of the N, parameters

to be optimized. The optimal parameters (lowest total en-
ergy) are obtained by diagonalizing the Hamiltonian within
the linear functional space consisting of (R)= ¢7(py,R)
and the N, functions #,(R)=(d¢r/dp;)(po,R). The (Nypy
+1)-dimensional generalized eigenvalue problem is thus
written as

HAp = ESAp, (14)

where Ap;=(p—py); for i=1 to N, and Ap,=1. The matrix
elements are given by H;=(|H|¢;) and S;=(;|¢;). In
practice, this approach has been implemented by using the
same strategy as in the original work,"! namely,

(i) calculation of the matrix elements H;; and S;; using
the variational Monte Carlo (VMC) approach with
#7(py,R) as probability density, the estimators of the
matrix elements obeying a “strong” ZV principle as
introduced in Ref. 12;

(i)  renormalization of the components of Ap correspond-
ing to nonlinear parameters by using a rescaling fac-
tor;

(iii)  use of a stabilization procedure to minimize the effect
of the statistical noise.

The preceding steps are iterated until the change of pa-
rameters, Ap’s, is negligible. In this procedure only the last
step has been modified here and it has been done as follows.
As proposed in Ref. 11 a positive constant, A, is added to the
diagonal part of the Hamiltonian matrix except for the first
element,

H;j(\) = H;;+ \5,,(1 = ). (15)

Physically, N\ can be viewed as a repulsive potential making
the components Ap;(\) as small as desired when the magni-
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tude of A is increased. Now, let us denote the ground-state
eigensolutions of the eigenproblem associated with H(\) as
a,blTin()\) and E(\). Here, we propose to use the wavefunction
zﬁl}“()\) as a trial wavefunction for the true Hamiltonian H
(corresponding to A=0). Doing that, it is easy to verify that
the corresponding variational energy, E'"(\), is given by

G WIH7" ) _SVepap?(n)
CANIIZ0N) 1+ 3VpAp2(n)
(16)

E'™(\) = E\) =\

To get the optimal value of \ the variational energy, E"()\),
is minimized. In practice, we evaluate the variational energy,
(AR OO HIER )Y ROV [ (M), for different values of N
with a correlated approach using the initial density as refer-

ence density,
H\Ifl}“(\I’l}“)z
q’lrin Yo vl
lin\ 2
(W?>
W A5

IV. EVALUATING DERIVATIVES OF THE
MULTI-JASTROW TRIAL WAVEFUNCTION

Elin()\) —

(17)

The quantities to be calculated at each Monte Carlo step
of a VMC or fixed-node diffusion Monte Carlo (FN-DMC)
simulation (see, e.g., Ref. 13) are the values of the trial
wavefunction, ¢, its first derivatives, Vi, and Laplacian,
V24, for a given electronic configuration R=(ry, ... Iy,
(or a set of configurations when a population of walkers is
considered). When optimizing the trial wavefunction as de-
scribed in Sec. III the derivatives of ¢ with respect to each
parameter, diy/dc,, and the Laplacian of these derivatives,
V(9! dc,), must also be computed. Note that the quantities
to be evaluated being linear in the products of determinants
we therefore need to consider their calculation only for one
elementary product of determinants, the generalization to an

J. Chem. Phys. 133, 044111 (2010)

arbitrary number of determinants corresponding to a simple
sum. To facilitate the derivations to follow, let us introduce
some notations,

W= T g,

where o= 1, ]. The matrices ‘I’l‘; will be called Slater matri-
ces and their determinants will be denoted as

WO = det(V).

For the sake of clarity we will suppose that the occupied up
and down orbitals are the same (“restricted-type” calcula-
tions but using different orbitals is not a problem) so that the
generic component whose various derivatives are to be com-
puted can be written as follows:

Y=yl (18)

Before explicating the derivatives, let us present an elemen-
tary but fundamental formula we will use in the following to
write down most of the expressions. Let M be a finite invers-
ible matrix and M a general matrix (in practice, M will be
a “small” perturbation of M resulting from the change of one
or two columns or lines at most) it is trivial to verify that

det(M + M) = det(M)det(Id + M~' 6M), (19)

where Id is the identity matrix.

A. Evaluation of &

The computation of ¥ is done as usual way by using
standard linear algebra techniques to compute the determi-
nant of the matrices V7.

B. Evaluation of V¥

Let us note
g = J
1= 7
- &xﬁ

where i denotes the electron index running from i=1 to N,,
and [ is the space index, x' =x, x>=y, x*=z. Using these
notations we have

.
‘P% \I,Ik—l ai,l‘”k ‘I'Iku ‘PINT
N : : : :
1
R EDS \P]Tq \I’;’k—l ‘Z’,quj'k q’;m \PJ'NT i
P i ) x X
qIIT\/Tl \IIITVTk—l ‘91',1\1’1T\/Tk \PITVTkH \IIITVTNT
1
i, Vi Vi Pl Wiy,
v : : : :
l
+ VI | v Wi GV Vi Wiv |- (20)
=l i . g X
\lev“ ‘I’zlvlkq ﬁi,z‘l'zlvlk ‘I'zlvlkn \IIILVLNL
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To evaluate the determinants the following decomposition of the matrices corresponding to the determinants T and | are

considered:

o YO v YTy
M7+6M7 = V7 Vi Vi Vi

v ORI AN G ¢

where M is the Slater matrix, ‘Ifg, and 8M7 is a “perturb-

ing” matrix having only the kth column different from zero,

The matrix Id+[M°]"'6M{ has thus the following structure:

10 (PY), .. 0
0 1 (PY), .. 0
1d+[M]" sMY = 1+ (P ,
00 (P;DNU—l ... 10
00 Py, ... 01
(23)
where the vector (P}) is defined as
NU'
(PDw= 2 [P LM, m=1, N,. (24)
j=1
Now, applying formula Eq. (19) we get
det(M + SMY) =V 1 + (PY),] (25)

and, finally, the expression of the derivative of W is given by

Ny Ny
g, ¥ =) 2 [1+(PDJ+ 2 [1+ (P (- (26)
k=1 k=1

As seen this expression requires the computation of the
Slater matrix elements and their derivatives, and also the
inverse of the Slater matrices which are computed in stan-
dard implementation of QMC algorithms (see, e.g., Ref. 13).

C. Evaluation of VW

The second derivatives of W can be written as
g = (G YU+ Vg w420, Wl (27)

The first derivatives, d; )77, are computed as presented in the

‘P(T
IN,

Wy
JN g

NoNg

, 21

preceding section. The new terms, (912 V7, can be written as

NU' N{)’
5,'2,1\1’0 = E 2

k=1 m=1
LTRSS Y 514 3.V, ‘P(ITN,,
LTI 4 315, Wiv, |
VR 31¥N x G/ YN m Wy N,
(28)

where the derivatives appear only in columns k and m. Let us
distinguish the cases corresponding to k=m and k # m.

* Case k=m: In this case where the column k=m is given
by the vector &lz ,\I’ﬁ with j=1, N,, we are in a situa-
tion absolutely similar to what we had before with the
first derivative. The perturbing matrix M7 to consider
is the matrix having as unique nonzero column the fol-
lowing vector

(M7);=-W5+ 3, ¥ j=1N,, (29)

and the value of the second derivative is given by

N,

V7=V [1+ (P, (30)
k=1
where
NO'
(PO =2 [V7T} (8MY);. (31)
j=1

* Case k # m: This case leads to a new situation where the
perturbing matrix M}, consists now of two nonvanish-
ing columns k and m represented by the vectors —‘I’ﬁ
+3; V5, and =W +4,, V7 . Defining as before the vec-
tors P} and P; as follows:

N()'
(P, =2 [T,/ (aMY);,
j=1

(32)
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N(T
(P, =2 [V, (M),
j=1

The following structure for the matrix Id+[M?]'oMY, is
obtained:

Id+[M°T'sMY,

Lo (D N AT |

c:) ;+(P,‘Z)k (; {P;)k 0

) o (iP,f)m (:) i+(P;)m (:)

6 (:P,‘Z)NU 0 (:P;Z)NU 1
(33)

The determinant of this matrix is given by [(1+P})]
X[(1+P)),]-(Py)(P]),, and, finally, the value of the
second derivative can be written as

No' N(r

G0 =2 2 WL+ (POL + (Pg),] = (PP}

k=1 m=1
(34)

D. Derivative of W with respect to a local Jastrow
parameter

In this section we evaluate the derivative of ¥ with re-
spect to a parameter ¢, appearing in the expression of a
Jastrow term, J;. Here, we shall only consider the case where
this parameter belongs only to a single Jastrow (no common
parameter for distinct Jastrows). The generalization to the
case where the parameter can appear in various Jastrows
does not bring special difficulties. Denoting c?cp the derivative

with respect to ¢, we have

v Yo VT Wi \I,(ITN,,
N, : : : :
9, V7= > v Vi Vi Vi \P}TN,,
=1 . : : .
VR R 9N g PR e Wy N,
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VoW . Wi
N; : : :
076\1’=E 061,\1,1[1 acpqlltj acpq}lINT wi
k=1 . . .
Wy o W, W
1
i, \If%j \Pwi
N, : : :
1S acp\If,ﬁ, acp\lf,ﬁj 001,\If,£,\,l
k=1 . . .
Wi W, W
(35)

As seen, this expression is similar to that obtained for the
gradient of W, Eq. (20), except that the derivatives occur on
one line and not on a column. It is thus simple to verify that
the same derivation applies, we get

NT Nl
3, W =) 2 [1+(P)I+ 21+ (P ( (36)
k=1 k=1
with
N(T
(PY)e= 2 [T (aMp), (37)
j=1
and
(M);= = W5+ 0, W, j=LN,. (38)

E. Derivative of V2W with respect to a local Jastrow
parameter

The derivative of V2(WW!) with respect to a Jastrow’s
parameter ¢, can be decomposed in a series of elementary
terms. Most of these terms have been already derived in the
previous sections, namely, W7, VW7, VW and ¥/ ac,.
The remaining terms to be computed are the gradient and
Laplacian of the derivative of W7, namely, V(d¥“/dc,) and
V(W dc,,).

1. Evaluation of V(dW*/ dc,)

Using the notations introduced above the gradient of ¥
is written as

(39)
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and the derivative with respect to Jastrow’s parameter c, as

o o a
11 (?i,l’\lflk lNu'
o (o8 :
o o o
06;707!',[‘1,0- = E ﬁcqujl acp&i’l Jk &CP\I,JNU
j=1 k=1 . .

o o o
N, 1 .. ﬁi,lqrjk e NN,

(40)

To compute the new determinants appearing in this expres-
sion, the fundamental formula, Eq. (19), is used with

lon o o
11 e 1k . IN,
M = ﬁcp‘lffl ﬁcp I ‘I’}TNU (41)
o o o
NU_] cee ]k e No_]\]U_
and
0 ... =W+, ... 0
M7=| 0 =0, Wi+ 0. 0V ... 0 | (42)
0 ... =W+ 9,V ... 0

How to calculate the determinant of M has already been
presented. Now, to employ Eq. (19) we also need to evaluate
the inverse of M. To avoid costly N?, evaluations using stan-
dard methods we propose to employ the Sherman—Morrison
formula." Let us denote A as an inversible matrix and u and
v two vectors, this formula is written as

ZQw
1+\

A+u®v)'=A""- , (43)

where
A=wA ), z=A, w=@A"H
and

[M ® v]ij =uv;.

Here, to calculate the inverse of matrix M we apply the
Sherman—Morrison formula with the two vectors

vy

9]

_ o
Up=—"14y

(44)

and

v;= 0. (45)

2. Evaluation of VZ(aW¥°/dc,)

To compute V(aW¢/ dc,) it is easy to check that we
need to evaluate the two types of determinant

J. Chem. Phys. 133, 044111 (2010)

TABLE I. VMC and FN-DMC total ground-state energies for the *P oxygen
atom using different trial wavefunctions and nodal structures. All Jastrows
(common or individual) are fully optimized.

Energy o’ Correlation
Method (a.u.) (energy) energy
HF?* —74.8094 e 0%
“Exact” nonrelativistic® —175.0673 e 100%
VMC
HF (no Jastrow of any type)  —74.808(2)  15.9(3) 0.% *+0.8%
HF+common Jastrow —75.025(1) 1.178(7) 83.6% *+0.4%
HF+core- and val-Jastrows —75.0275(4) 1.133(8) 84.6% +0.2%
(J15:J252p)
FN-DMC
HF nodes —75.052(1) 94.1% = 0.4%
Multi-Jastrow nodes —75.052(1) 94.1% * 0.4%
“Reference 16.
PReference 20.
g
T AW L WY
ag g o
(7017\1,1'1 acpAi(\ij) acp\I’jNU (46)
(o8 ag
Nyl e Al(\lfﬁ NN,
and
ag
(171 e ai’[\l,({k e 11\/0_
g g o
5cpq’ jl acpﬁi,l ik C7cp N, (47)
(o8 ag
No_l cee 0%[ ‘;71-( \I,N(TNO'

and we make use here also of our fundamental formula com-
bined with the Sherman—Morrison formula.

V. RESULTS
A. Atoms

As a first application of the use of the multi-Jastrow
wavefunction we have considered atomic systems. Numer-
ous studies on atoms using QMC techniques have been pre-
sented in the last 20 years (see, for example, Ref. 15). Here,
we shall consider three systems of increasing size, namely,
the 3P ground-state oxygen atom (1s*2s°2p*, 8 electrons),
the P ground-state sulfur atom ([Ne]3s*3p*, 18 electrons),
and the S ground-state copper atom ([Ar]3d'%s', 29 elec-
trons).

1. The oxygen atom

Table I presents our results for the oxygen atom. The
total energies obtained at the VMC and FN-DMC levels with
different trial wavefunctions are presented. Two different cri-
teria to quantify the quality of the trial wavefunctions are
employed: the variance of the energy, denoted as ¢*(E), and
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the amount of correlation energy recovered. The variance of
the energy is defined as the variance of the local energy
during the simulation

0?(E) = (E7) —(E)* (48)

where the symbol (---) denotes the Monte Carlo average
(here, either VMC or FN-DMC) and E; is the local energy,
the basic quantity of QMC methods, defined as E;
=HWV;/ V. Note that the variance of the energy is a natural
quantity to introduce in a QMC framework since the statis-
tical error is directly proportional to its square root. In par-
ticular, the lower the variance of the local energy is the
“closer” the trial wavefunction is from the exact wavefunc-
tion. The second criterion is standard in quantum chemistry:
The correlation energy defined as the difference between the
exact nonrelativistic Born—-Oppenheimer energy and the HF
energy obtained with an infinite one-particle basis set (com-
plete basis set limit or “HF limit”).

At the VMC level, three different trial wavefunctions
have been employed. The first one is a standard HF wave-
function built from the atomic orbitals expressed over Slater-
type orbitals as given by Bunge et al.'® As it should be, the
VMC result recovers within statistical uncertainties the exact
variational energy. The second trial wavefunction has the
standard form consisting of a Slater determinant multiplied
by a Jastrow factor, Eq. (6). All 19 parameters of the Jastrow
term have been optimized, while the atomic orbitals have
been kept unchanged. The optimization leads to a gain of
83.6% of the correlation energy, a typical result for light
atoms (see, e.g., Ref. 15 where Schmidt and Moskowitz re-
covered about 80% of the correlation energy for the oxygen
atom). Finally, the last trial wavefunction is our multi-
Jastrow wavefunction. Using a trial-and-error approach it has
been found that only two different atomic Jastrows were suf-
ficient to represent the atom. The first one attached to the
innermost ls orbital is called the core-Jastrow while the sec-
ond one attached to the 2s and 2p atomic orbitals will be
referred to as the valence-Jastrow. After full optimization of
the two local Jastrow terms (12 parameters each) the VMC
energy obtained is only slightly lower than the energy result-
ing from the use of a common Jastrow. This result is of
course disappointing but illustrates that at least for the oxy-
gen atom, making the difference between the core and va-
lence regions for the Jastrow part does not lead to significant
improvement compared to the usual case based on the use of
a global Jastrow.

This conclusion also extends to the FN-DMC results.
Indeed, as seen in Table I the FN-DMC results obtained with
HF or multi-Jastrow nodes are identical within statistical un-
certainties. This result seems to indicate that for this simple
atomic system the nodal properties of the trial wavefunction
are not improved when introducing different local Jastrow
terms.

2. The sulfur atom

The VMC and DMC results for the sulfur atom are pre-
sented in Table II. Although the number of electrons is
greater than in the previous case and although the electronic
density is more contrasted (a point which should, in prin-
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ciple, favor the multi-Jastrow form), the results obtained are
quite similar. The amount of correlation energy recovered in
the standard case with the common Jastrow, 80.2% * 0.16%,
is almost identical to what we have obtained with a three-
Jastrow form (a different Jastrow per atomic shell), namely,
81.1% *£0.1%. In addition, as in the oxygen case, the
FN-DMC energies obtained using the two types of nodal
structure associated with the HF and multi-Jastrow forms are
almost identical.

3. The copper atom

The case of the copper atom is much more interesting
since for a transition metal atom with many d electrons oc-
cupying a small region of space, it is expected that electronic
correlations may differ drastically from one shell to the other.
The VMC and FN-DMC results obtained are presented in
Table III. At the VMC level with the standard Jastrow—Slater
form for the trial wavefunction about 61% of the correlation
energy is recovered. In contrast, our multi-Jastrow form al-
lows us to recover a better value, namely, about 75% of the
correlation energy. To get this very good result, three differ-
ent local Jastrow terms have been considered: one for the 1s
core orbital, another for the 2s2p3s3p orbitals, and the last
one for the 3d and 4s orbitals. It should be emphasized that
this result is very satisfactory since it gives strong support
for the validity of distinguishing electronic correlations
among the different shells of a structured system such as the
copper atom by using different Jastrow factors. Note also
that the total variational energy obtained here for the copper
atom, E=—1640.173(7) could probably be further improved
by using more sophisticated forms for our individual Jas-
trows, Eq. (10), and also by fully optimizing the atomic or-
bitals of the atom. However, our objective here was not to
get the most accurate value of the total energy but rather to
show that by using a multi-Jastrow form instead of a stan-
dard one, results can be significantly improved (to allow a
fair comparison, a common set of atomic orbitals and a com-
mon functional form for the Jastrow terms have been used).

Now, regarding the FN results for the total DMC ener-
gies the situation is found to be similar to what has been
obtained for the oxygen and sulfur atoms. Indeed, as seen in
Table III no improvement of the nodes is observed when
going from the HF to the new multi-Jastrow wavefunctions,
despite the clear improvement of the variational energy.

General conclusion for atoms. A first remark is that the
results presented here for the first-row (oxygen) and second-
row (sulfur) atoms do not show any significant improvement
when going from the standard form (with a global Jastrow)
to the multi-Jastrow form proposed in this work. Note that
additional results for other light elements have been made
and this negative conclusion has systematically been found
valid. In contrast, in the case of the copper atom having a
maximally filled 3d-shell it has been possible to obtain a
variational energy significantly better than in the standard
case, thus illustrating the potential interest of the multi-
Jastrow wavefunction. However, for all atoms no improve-
ment regarding the FN results has been found. A possible
interpretation of the good result obtained at the variational
level for the copper atom could be as follows. In the case of
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TABLE II. VMC and FN-DMC total ground-state energies for the *P sulfur
atom using different trial wavefunctions and nodal structures. All Jastrows
(common or individual) are fully optimized.

J. Chem. Phys. 133, 044111 (2010)

TABLE III. VMC and FN-DMC total ground-state energies for the 2§
copper atom using different trial wavefunctions and nodal structures. All
Jastrows (common or individual) are fully optimized.

Energy o Correlation Energy o’ Correlation
Method (a.u.) (energy) energy Method (a.u.) (energy) energy
HF* —397.5049 ‘e 0% HF* —1638.9637 e 0%
Exact nonrelativistic® —398.111 e 100% Exact nonrelativistic® —1640.5677 e 100%

VMC VMC
HF (no Jastrow of any type) —397.505(1)  97.0(4) 0.% +0.16% HF (no Jastrow of any type) —1638.970(6) 423(7)  0.% *0.8%
HF+common Jastrow —397.991(1) 14.9(1) 80.2% +0.16% HF+common Jastrow —1639.936(5) 75(1)  60.6% *0.3%
HF+3 Jastrows —397.9964(6)  9.29(2) 81.1%*0.1% HF+3 Jastrows —1640.1725(74)  131(3)  75.4% *=0.5%
(Jn:] ’ Jn:2 ’ Jn:3) (Jl K J2.€2173x3p > J3d4s)

FN-DMC FN-DMC

HF nodes —398.071(1) 93.4% *0.16% HF nodes —1640.401(9) 89.6% * 0.6%
Multi-Jastrow nodes —398.068(2) 92.9% *+0.32% Multi-Jastrow nodes —1640.407(8) 90.0% * 0.5%

“Reference 16.
"Reference 20.

the light atoms of the first- and second-rows it seems reason-
able to think that a common Jastrow having enough flexibil-
ity to give a good description of the electron-electron,
electron-nucleus, and electron-electron-nucleus interactions
could also describe correctly the differential effects corre-
sponding to the n=1, n=2, and n=3 shells with s and p
orbitals. In contrast, the correct description of the behavior of
the many d-electron occupying a small region of space is
very likely qualitatively different of what happens in the gen-
tler and less crowded 2s,2p,3s,3p orbitals. Accordingly, to
be able to separate the two types of local correlation effects
are certainly a major advantage of our new proposed form.
Now, regarding the FN data the results obtained are much
more puzzling. The presence of a spherical symmetry plus
the use of fixed molecular orbitals (the 3D-nodes of the or-
bitals are not changed) might impose relatively tight con-
straints on the nodal surfaces and prevent nodal deforma-
tions. However, this point is not clear and is left for further
investigation.

B. The FH molecule

As a first example of a molecular application, the calcu-
lation of the potential energy curve of the FH molecule has
been considered. In particular, the three basic spectroscopic
constants describing the overall shape of the curve—the
equilibrium distance r,, the harmonic frequency w,, and the
dissociation energy Dy—are computed.

1. Taking care of the static correlation effects:
Use of a minimal CASSCF wavefunction

Before introducing our molecular Jastrows it is impor-
tant to impose to the initial ab initio wavefunction on which
the new multi-Jastrow form is built to have the correct dis-
sociation property. Indeed, to get a clear assessment of the
quality of the proposed form, the various types of electron
correlations at work must absolutely be properly distin-
guished. To be more precise, the quality of the multi-Jastrow
nodal pattern is expected to be intimately related to the abil-

“Reference 16.
PReference 20.

ity of such a wavefunction to correctly describe both nondy-
namical (static) and dynamical correlation effects. By intro-
ducing our local Jastrow factors we are essentially improving
the dynamical correlation effects and very little the static
ones related to near-degeneracy effects. Accordingly, intro-
ducing the major part of these latter effects via an appropri-
ate CASSCF representation is an essential prerequisite.

Here, the minimal form leading to the correct dissocia-
tion of the molecule into its neutral atomic fragments has
been considered. More precisely, the Slater part is given by
the following two-determinant form:

V1 ger = [0'%50'%;77;%77%]0'2 + [Oﬁsaéxﬂ'iwi]a*z, (49)

where the molecular orbitals oy, 05, ,, and M, have a
strong atomic character corresponding to the fluor atom and
(o, 0") are the bonding/antibonding valence orbitals built for
the most part from the 1s* and 2pf atomic orbitals.

In Fig. 1 the various CASSCF curves obtained with this
trial wavefunction and basis sets of increasing size are pre-
sented [(correlation-consistent basis sets of Dunning and co-
workers, cc-pVnZ with n=2 to n=5 (Ref. 17)] and compared
to the estimate exact nonrelativistic curve.'® As seen, the size
of the basis set has a strong impact on the overall shape of
the energy curves. In our example, results seem to be con-
verged only when basis sets corresponding to n=4 and be-
yond are considered. To have a more quantitative assessment
of the quality of these curves, the spectroscopic constants
corresponding to each curve are presented in Table IV. For
completeness, we also give the SCF results corresponding to
the monodeterminantal configuration [O'%XO‘%SW?Wi]O'z.

As well-known, SCF results lead to too short equilib-
rium distances and to too large harmonic frequencies. Here,
for large basis sets r, is too small by about 2% and w, is too
large by about 16%. The reason for that is related to the
wrong curvature of the SCF potential energy curve due to the
incorrect dissociation of the SCF representation (energy
curve too “stiff” at large distances because of the undesirable
high-energy ionic components of the SCF wavefunction).
Using now a minimal CASSCF wavefunction, as in Eq. (49),
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this problem is easily avoided and both equilibrium distance
and harmonic frequency are greatly improved with an error
of 0.25% (2% in the SCF case) and 1% (16% in the SCF
case), respectively. Regarding dissociation energies, the
CASSCEF results as a function of the basis set are found to
converge to about 115 kcal/mol, a quantity much too small
by about 26 kcal/mol. Note that the SCF dissociation energy
cannot be defined due to the wrong dissociation property.

2. FN-DMC results

a. Pure CASSCF nodes. Let us begin by discussing the
FN-DMC results obtained with trial wavefunctions having
the nodal pattern of the CASSCF wavefunctions, Eq. (49).
Such FN-DMC calculations can be considered as standard
since they are based on the usual strategy consisting in using
trial wavefunctions of the Jastrow—Slater-type with optimiza-
tion of the Jastrow part only. Note that for such a small
molecular system, it would also be possible to perform a full
optimization of the trial wavefunction (molecular orbitals,
determinantal weights, and Jastrow parameters—see, e.g.,
Refs. 11 and 5). However, such a strategy being of practical
interest only for small systems it will not be considered here.
Let us look at the impact of the FN error on the FH molecu-
lar system. To see the effect of the basis set on the CASSCF
nodal pattern we present in Fig. 2 the various curves ob-
tained using the different basis sets introduced above. The
corresponding spectroscopic constants are presented in Table
V. Note that the extraction of such constants from noisy
(Monte Carlo) potential energy curves requires some care.
Here, to calculate the equilibrium distance R, and the har-
monic frequency w, the potential energy curves have been
systematically fitted using a five-parameter generalized
Morse potential form as follows:

E(r)=p;+ (py—p)e?¥ + ps(e3 — 73, (50)
with
x= P4 (51)
D4

In this formula each parameter p; is directly related to one of
the main features of the energy curve. In this way, the fit is
“physically” meaningful and is neither redundant nor insuf-
ficient. The parameter p, is directly related to E(r— +%), p,
to E(r,), p3 to the curvature at the minimum, p, to r,, and ps
to the way the curve goes up at small r (or, equivalently, to
the asymmetry of the curve around the minimum). To calcu-
late the dissociation energy, AE, the difference of total ener-
gies corresponding to the equilibrium distance extracted
from the fitted curve and the total energy at R=20 a.u. has
been evaluated.

A first remark concerning the FN energy curves for FH
is that the DMC results are rather accurate. For example, at
the minimum, the total correlation energy recovered with the
largest basis set is about 94% (a typical result for a first-row
diatomic molecule, see Ref. 19). As seen in Fig. 2 the FN
curves have a significant dependence on the dimension of the

J. Chem. Phys. 133, 044111 (2010)

-99.6
-99.7}
-99.8f
-99.9}

-100.0 1

-100.1}

-1002f —

-100.3} az -

-100.41 5

1008692 14 1618 20 22 24
R (a.u.)

2-det CASSCF curves

FIG. 1. Potential energy curves of the FH molecule calculated at the 2-det
CASSCF level using various basis sets: cc-pVnZ, n=2, 3, 4, and 5.
The exact nonrelativistic curve at the bottom of the figure is obtained from
Ref. 18.

basis set. At the DZ level (smallest basis set), the FN error is
much larger than with the other basis sets and we conclude
that such a basis is not appropriate. In the neighborhood of
the minimum and for the three largest basis sets (TZ, QZ,
and 5Z) the dependence is much weaker and similar results
are obtained. However, at the largest distances shown (R
between 2 and 2.4), it is no longer the case and the nodal
pattern appears not to be fully stabilized as a function of the
basis set. To get a more quantitative view, let us now turn our
attention to the spectroscopic constants presented in Table V.
As a function of the basis set the dissociation energy is found
to converge around —138 kcal/mol. This value is greatly
improved with respect to the CASSCF value of —115 kcal/
mol presented in Table V but is still in error by a contribution
of about 3 kcal/mol. Now, the equilibrium distances and the
harmonic frequencies are acceptable but are not stabilized as
a function of the basis set used. This fact is a direct conse-
quence of the lack of stabilization of the DMC energies at
the largest distances as already pointed out.

b. Multi-Jastrow/CASSCF nodes. Let us now look at the
results obtained with the multi-Jastrow wavefunction. Differ-
ent choices regarding to which molecular orbitals should be
attributed a molecular Jastrow term are possible. Quite
clearly, the innermost orbital is almost purely atomic
(1s-like) and does not require a Jastrow term as far as bond-
ing properties are considered. We have found that introduc-

TABLE IV. Spectroscopic constants of the FH molecule at the SCF and
minimal CASSCF levels as a function of the basis set.

R e w, D 0
Method (a.u.) (cm™) (kcal/mol)

SCF (cc-pVDZ basis) 1.7042 4727

SCF (cc-pVTZ basis) 1.6971 4829
SCF (cc-pVQZ basis) 1.6956 4806
SCF (cc-pV5Z basis) 1.6953 4805
2-det CASSCEF (cc-pVDZ basis) 1.7412 3960 109.27
2-det CASSCEF (cc-pVTZ basis) 1.7309 4083 113.88
2-det CASSCF (cc-pVQZ basis) 1.7283 4088 114.80
2-det CASSCEF (cc-pV5Z basis) 1.7283 4096 115.04
Exact 1.7326 4137 141.1%

Obtained by using the experimental estimate of the correlation energy, E,
=0.3882 a.u. (Ref. 21), the exact atomic energy values (Ref. 20), and the
SCF limit for FH (Ref. 18).
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FIG. 2. Potential energy curves of the FH molecule calculated at the FN-
DMC level using as trial wavefunction 2-det CASSCF wavefunctions ob-
tained from various basis sets: cc-pVnZ, n=2, 3, 4, and 5. The exact non-
relativistic curve at the bottom of the figure is obtained from Ref. 18.

ing a Jastrow term for the fluor lone pair corresponding es-
sentially to the 2s atomic orbital has also a negligible impact
on the molecular properties (the 2s energy is quite low).
Finally, it seems reasonable to consider rwo molecular Ja-
strow terms, one attached to the two lone pairs related to the
atomic lone pairs 2p, and 2p, (z-internuclear axis) having a
higher energy than in the 2s case, and one specific to the
bonding/antibonding molecular orbitals built essentially from
the 2p, and 1sy orbitals.

The curves obtained using various basis sets are pre-
sented in Fig. 3 and the corresponding spectroscopic values
are presented in Table V. The global shape of the curves is
similar to the curves obtained previously. However, some
important differences can be observed. A first important dif-
ference concerns the values of the total energies obtained
with the multi-Jastrow form. When compared to the standard
case with CASSCF nodes, the multi-Jastrow FN energy val-
ues are found to be slightly higher by a quantity dependent
both on the internuclear distance and on the basis set (typi-
cally, this quantity is between 0.001 and 0.005 a.u.). At first
sight, such a result could be considered as surprising or dis-
appointing. However, it should not be the case since the
quality of the new multi-Jastrow wavefunction must not be
judged by considering global properties such as the total

8 20 22 24

10 12 14 16_ 1.
R (a.u.)

FIG. 3. Potential energy curves of the FH molecule calculated at the FN-
DMC level using as trial wavefunction the multi-Jastrow wavefunction built
from 2-det CASSCF wavefunction with various basis sets: cc-pVnZ, n=2,
3, 4, and 5. The exact nonrelativistic curve at the bottom of the figure is
obtained from Ref. 18.

energy (whose magnitude is driven mainly by the atomic
regions where the local Jastrow terms play no role) but rather
by its ability to better reproduce local properties in the bond-
ing region. In this respect, Fig. 3 shows that the dependence
of the energy curves on the size of the basis set is much
well-behaved in the multi-Jastrow case than in the CASSCF
one (Fig. 2), particularly at large interatomic distances. Note
also that when compared to CASSCF DMC results, the
DMC results with the multi-Jastrow nodes are found to dis-
play a better convergence as a function of the basis set for all
distances.

Another important point is that the value of the dissocia-
tion energy (computed as the difference of the total energies
at the minimum and at the very large distance, R=20 a.u.) is
much improved. The value obtained with the 5Z basis set,
D,=-140.7(4) kcal/mol, is very good and is essentially
equal to the experimental one within statistical fluctuations.

Finally, regarding the values of r, and w, the values are
reasonable but do not seem really improved with the stan-
dard FN case. Clearly, to make a more accurate evaluation of
these quantities we would need more FN-DMC data around
the minimum and larger statistics to decrease the noise; how-
ever, such a study is out of the scope of the present work.
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TABLE V. Spectroscopic constants of the FH molecule with FN-DMC and various nodal structures. DZ,TZ,QZ,
and 5Z refer to the use of the cc-pVnZ basis set with n=2, 3, 4, and 5, respectively. CASSCF(2,2) is a CASSCF
wavefunction corresponding to two electrons within two orbitals, a two-determinant form here due to symmetry.
All distances in atomic units.

Rz’ w, DO
Trial wavefunction nodes (auw)  (em™) Eo(R i) Ey(R=20) (kcal/mol)
CASSCF(2,2) DZ basis 1.7042 4508 —100.4245(3)  —100.2099(3) 135.0(3)
CASSCF(2,2) TZ basis 1.7186 4378 —100.4341(3) —100.2143(4) 138.2(3)
CASSCF(2,2) QZ basis 1.7368 3915 —100.4347(4) —100.2148(4) 138.3(4)
CASSCF(2,2) 5Z basis 1.7257 3782 —100.4350(4) —100.2151(4) 138.3(4)
CASSCF(2,2) DZ basis+valence Jastrow 1.7209 3927 —100.4192(3)  —100.2040(3) 135.4(3)
CASSCF(2,2) TZ basis+valence Jastrow  1.7146 4706 ~ —100.4301(4) —100.2096(4)  138.7(4)
CASSCF(2,2) QZ basis+valence Jastrow 1.7248 4304 —100.4324(4) —100.2101(5) 139.8(4)
CASSCF(2,2) 5Z basis+valence Jastrow 1.7174 4160 —100.4334(5) —100.2097(4) 140.7(4)
Exact 1.7326 4137 141.1%

“Obtained by using the experimental estimate of the correlation energy, £,=0.3882 a.u. (Ref. 21), the exact
atomic energy values (Ref. 20), and the SCF limit for FH (Ref. 18).
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VI. COMPUTATIONAL COST OF THE MULTI-
JASTROW WAVEFUNCTION

In this section the increase of the computational cost
resulting from using the multi-Jastrow wavefunction instead
of the standard form is discussed. Let us recall that at each
step, the Monte Carlo step (here, VMC or FN-DMC
schemes) three basic quantities are to be computed: the trial
wavefunction W, its first derivatives with respect to each
electronic coordinate, d; ;W7 (i=1 to N, [=x,y,z), and its
Laplacian, Ei,lﬁ?,zq'r- When optimizing the trial wavefunc-
tion, additional derivatives are also needed. In the linear
method employed here, they include the first derivatives of
the trial wavefunction with respect to the parameters to be
optimized, denoted as d, W, and the Laplacian of these
quantities, V2(9W;/ z?cp). Note that, in general, the trial wave-
functions are multiconfigurational, that is, are written as a
sum of elementary products of up and down determinants.
Now, because all the derivatives considered here are linear in
terms of these elementary products, we only need to focus
our attention on the computation of one given component of
the sum. The property of linearity implies that the computa-
tional cost of the derivatives will scale as the number of
determinants whatever the form of the trial wavefunction
considered (either standard or multi-Jastrow). However, this
is a very conservative point of view and, in practice, the
scaling is much more favorable because computing only
once a number of parts common to various determinants al-
lows us to decrease a lot the computational cost. Here, we
shall not consider such aspects since they are not related to
the fact of using or not a multi-Jastrow form. To summarize,
in the standard case, we shall consider, the basic trial wave-
function written as

\I,T: eJ\I’T‘I’i, (52)

where J is a global Jastrow factor such as Egs. (5) and (6),
and W, are determinants made of one-particle molecular or-
bitals. In the multi-Jastrow case we write

\IrT= \I,T\I,l’ (53)

where W (o0=1 or |) are determinants made of one-particle
molecular orbitals with Jastrow factors attached to them.
Let us now detail the total number of determinants to
evaluate the various quantities needed. Next, we shall
present actual calculations for the oxygen, the sulfur, and the
copper atoms to comment on these computational aspects.

A. The wavefunction, ¥

In the standard case, the computation of the wavefunc-
tion involves the evaluation of the common Jastrow, the set
of occupied molecular orbitals, W{=¢,(r;), where i
=1, ngy (g is the total number of molecular orbitals used)
and the numerical evaluation of the two determinants, W. In
the multi-Jastrow case the only difference lies in the calcu-
lation of several individual molecular Jastrows instead of the
unique global one. Let us denote the number of different
molecular Jastrows used by ny,. We have 0=nj, =n.,
since several molecular orbitals can have the same local
Jastrow (in particular, when orbitals are equivalent under
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symmetry) and some orbitals can have no Jastrow associated
with. When a given Jastrow is attached to a molecular or-
bital, its value has to be computed for each situation consist-
ing to a different reference electron and for each case a sum
over external electrons has to be made. Because of this
double sum, the computational cost resulting from the use of
a local Jastrow is similar to the cost associated with a global
Jastrow. Therefore, the computational cost associated with
the Jastrow part is proportional to 7j,g.

B. The gradient, VW

In the standard case, the computation of the gradient of
the wavefunction requires the computation of 3N, determi-
nants of matrices obtained by replacing one column of the
Slater matrix by a column of derivatives of molecular orbit-
als. This case can be viewed as special case of our formula,
Eq. (26), written as

3, (¥ =VY[1+(P]),], (54)

where o; is the spin of electron i. The cost of computing
(P7); being of order N, [see Eq. (24)], the computational
cost, T (CPU time), is

T~3N/[N; +N,]. (55)

In the multi-Jastrow case the evaluation of the gradient is
based on the full expression, Eq. (26). In this formula each
term (P7), requires N, operations and, thus, the total com-
putational cost is given by

C. The Laplacian, V2w ;

In the standard case, the computation of the Laplacian of
the wavefunction requires the computation of 3N, determi-
nants of matrices obtained by replacing one column of the
Slater matrix by a column of second derivatives of molecular
orbitals. As in the gradient case, the computational cost is
thus given by

T~3NJ[N; +N,]. (57)

In the multi-Jastrow case, we have to distinguish three dif-
ferent cases according to formula (27). A first case corre-
sponds to the third term of Eq. (27) which has already been
computed for the gradient and does not cost additional com-
putation. The second and third cases correspond to the cases
k=m and k# m in Eq. (28). The case k=m has exactly the
same structure as previously for the gradient. Accordingly,
the cost is given by T~3N,[N;N;+N N |. In the k#m case
we need now to consider all pair possibilities. The (P}), have
already been computed but not the (Py),,. We thus have

NN =) NV - 1)
2 2

T~ 3N, (58)
D. The gradient, d¥;/dc,

For a given parameter c, it is necessary to make the
derivative of all the lines of the determinant containing this
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TABLE VI. Number of determinants to evaluate at each elementary step (for each walker). N; and N|: number
of up and down electrons, respectively. N,=N;+N: total number of electrons. The quantity Nj,(o),
o=1,| represents the sum for each parameter to be optimized of the number of lines in the Slater matrix

o containing this parameter, see text.

Global Jastrow

Multi-Jastrow

VMC/DMC methods

2

3N?

e

NN, = 1) +Nl(zvl—l)]

3N8[Ne + >

Optimization step (additional determinants)

v, 2
Vv, 3N,
VA, 3N,
7 0
dc,,
v 0
dc

Nines( 1) +Niines(1)

w{% + NT}NMG) + 3N{W + NJNunew

parameter. For each of these derivatives, a determinant has to
be computed. Let us call N,y the number of determinants to
optimize and N(c,,o) the number of lines containing the
parameter ¢, in the determinant o. The total number of de-
terminants, Ny, to calculate is

Niines = Nlines(T) + Nlines(l) 5

with
N opt
Nines(@) = 2 N(c,,0). (59)
p=1

E. VX(9W/dc,)

When computing the derivative of W with respect to a
parameter c, the derivative of the various lines of the deter-
minants containing this parameter has to be calculated. When
making twice the derivative with respect to a given space
coordinate, we need to make the derivative with respect to
each column. We have to distinguish the case where there is
only one column to consider (second derivative), which
gives a number of determinants equal to

N(c,, T)N; + N(c,, LN, (60)
and the case where two different columns are differentiated
[there are ([N, (N,—1)]/2) such columns], thus giving a
number of determinants equal to

M@= 1) +N(Cp’l)Ni(Nl -1

N >
(¢ 2 2

(61)

Finally, counting the 3N, components of the Laplacian and
the N, parameters, the total number of determinants to cal-
culate is given by

3Ne{IXI(_TNz__1) +NT}N1meS(T) + 3NE[JXLN2L1) +Ni]

XNlines(l) . (62)

The various results presented above are summarized in
Table VI.

F. Numerical applications and discussion

Now, let us give a quantitative illustration of these vari-
ous theoretical formulae. For that, we present in Tables VII
and VIII some computational times obtained in actual simu-
lations for the three atoms considered here (O, S, and Cu).
Timings are given only for the main critical parts of the
algorithm, namely, the calculation of the Jastrow part, the
matrix elements, the inverse of the Slater matrices, and the
determinants. The computational times presented here refer
to a series of elementary steps of the algorithm (VMC or
optimization step) for a population of 100 walkers. Numbers
are given in seconds of CPU time using an ordinary desktop
computer. Clearly, only the relative values are meaningful
here. Note that the present study is intended to illustrate the
gross features of the computational cost behavior of the al-
gorithm (feasibility, cost as a function of number of elec-
trons, etc.) and not the fine details, such details being too
much dependent on the actual implementation of the various
formulas and on the specific architecture of the computa-
tional platform used.

In Table VII the decomposition of the computational
cost for a VMC simulation is presented. Comparisons are
made between the standard case where a global Jastrow is
used and the new approach where several Jastrow terms are
introduced (denoted as n—Jy). For the oxygen atom, two
situations have been considered: a first one where only a
single Jastrow has been attached to the innermost ls orbital
and a second one where a Jastrow has been attached to each
of the five (doubly or singly) occupied orbitals. In the sulfur
and copper cases, only three local Jastrow terms have been
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considered, corresponding to the choices: (Jy,J2,.2/3.3,)
and (Jy4,J25.2p-35.3p>J34-45) for the sulfur and copper atoms,
respectively. Let us begin with the computation of the orbital
part of the matrix elements and the inverse of Slater matri-
ces. These two parts are expected to be independent on the
use or not of a multi-Jastrow form and this is indeed what is
observed. Furthermore, the scaling of the computational cost
of these two parts as a function of the number of electrons is
found to be in good agreement with theoretical expectations:
The various timings reproduce well the fact that the number
of matrix elements scales as the square of the number of
electrons and the computation of the inverse of small matri-
ces with a law intermediate between a squared and a cubic
one (cubic for large enough matrices). Regarding the Jastrow
part, the computation of the various properties (zeroth, first,
and second derivatives) associated with the global Jastrow
term is expected to be of the same order of magnitude than
for a typical local Jastrow terms. In the general case the
computation should be essentially proportional to the number
of such Jastrow terms. These general trends are essentially
observed, particularly for the largest system (copper atom)
for which the transient effects related to small sizes are mini-
mal. Finally, regarding the calculation of the determinants—
the most critical and time-consuming part of such
calculations—the numerical results are in agreement with the
rapid increase of the number of determinants associated with
the multi-Jastrow form. Our theoretical formulas (see Table
VI) give an increase by a factor about 14 for the oxygen, 43
for the sulfur, and 127 for the copper atom. These numbers
are essentially recovered in our simulations for the biggest
systems, namely, the sulfur and copper atoms (factors of
about 35 and 105, respectively) with a slight attenuation,
thanks to the various tricks presented above for computing
the numerous determinants. Note that in the case of the oxy-
gen atom the theoretical factor is not recovered because of
the specific finite-size effects related to the very small sizes
of the matrices involved.

In Table VIII a similar analysis for the optimization step
is presented. The first two columns give the computational
costs associated with the optimization of a unique global
Jastrow term (standard case). As described in Sec. II A the
form employed here for the global Jastrow contains up to 19
parameters. Results are shown for the two extreme cases
corresponding to an optimization step involving only one
parameter (first column) and the entire set of 19 parameters
(second column). The three following columns denoted as
Jo[ 11, J4[2]¢, and J 5[ 12]¢ give the various timings corre-
sponding to the optimization of the multi-Jastrow form with
a unique Jastrow term J, attached to a single orbital ¢ for 1,
2 or 12 parameters (maximum number of parameters, see
Sec. I1 B). The three last columns give the timings corre-
sponding to the optimization of two parameters in various
situations in order to illustrate a fundamental point discussed
below. Regarding the computation of the matrix elements
and of the inverse of Slater matrices the situation is exactly
the same as in the VMC case previously discussed. The tim-
ings for both parts are essentially independent on the nature
of the trial wavefunction and on the number of Jastrow
terms. Regarding now the Jastrow part, the results presented
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have an expected behavior. In both standard and multi-
Jastrow cases the computational cost increases with the num-
ber of parameters to be optimized and this increase is rather
gentle (sublinear) due to the use of common parts which do
not need to be recalculated for each parameter. An important
point to note is the fact that by using one or two Jastrow
terms and only one parameter (column 3, J ¢[1]¢, or last

column, Jy[1]¢, J d,[l](Z) we essentially obtain the same tim-
ings, a point which illustrates the fact that simultaneous use
of a Jastrow term in a multi-Jastrow form does not lead to a
sizable increase of the computational cost. Finally, let us end
with the computation of determinants, the most time-
consuming part of the optimization step. In Table VIII we
illustrate the fundamental property of the computational cost
of the optimization, namely, the fact that the increase of the
number of determinants to evaluate depends only on the
quantities Njp(0), o=1,|. As already noted, these quan-
tities represent the sum for each parameter of the total num-
ber of lines in the Slater matrix o containing this parameter
(see Table VI). Here, this idea is nicely illustrated by show-
ing in the last three columns the various calculations corre-
sponding to the optimization of two parameters with a con-
stant Njj.s=2. As observed, the timings are very similar and
correspond also to the timings of the column corresponding

VIl. SUMMARY AND PERSPECTIVES

In this work a new trial wavefunction suitable for QMC
simulations of molecular systems has been presented. This
wavefunction is similar to the standard Slater—Jastrow wave-
function except that the common global Jastrow factor is
replaced by several Jastrow factors attached to individual
molecular orbitals. The physical motivation behind this
“multi-Jastrow” form is to allow an orbital-dependent de-
scription of the correlation effects in atoms and molecules.
Applications to atoms have illustrated that the optimized
multi-Jastrow form does not lead to significantly better re-
sults for light atoms (first- and second-row elements). How-
ever, for a 3d-atom like the copper atom it has been found
that by using three different Jastrow terms [for the ls,
(2s-2p-35-3p), and the (3d-4s) orbitals] a clear improvement
of the total energy (with respect to the standard Slater—
Jastrow form) can be obtained. Regarding FN results, it has
been found that for all the atoms considered the multi-
Jastrow wavefunction does not change the FN energies with
respect to standard calculations using HF nodes. However, in
contrast to atoms, application to the FH molecule has shown
that the nodal pattern can be modified and that an almost
exact dissociation energy can be obtained. Regarding com-
putational aspects, it has been shown that by using the suit-
able strategy the computational overhead associated with the
use of multi-Jastrow wavefunctions can be kept under rea-
sonable control.

Finally, regarding perspectives, it is clear that this novel
form should be implemented and evaluated for much larger
molecular systems. In particular, for extended systems it
seems natural to put together the use of our Jastrow factors
with the use of localized molecular orbitals. By doing that,
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TABLE VII. Decomposition of the total computational cost of a series of elementary VMC steps in terms of the main time-consuming parts for the oxygen,
sulfur, and copper atoms. Comparison between timings obtained when using a global Jastrow or the multi-Jastrow form with a varying number n of Jastrow
factors (denoted as n-J,). Timings in seconds of CPU time using a standard processor (only the relative values are meaningful). The number of VMC steps
has been taken large enough (16 000 steps for 100 walkers) to avoid overhead effects associated with too short simulations.

Global Jastrow 1-Jy 2-Jy 3-Jy 5-Jy
Oxygen atom

Jastrow 29.5 30.2 s s 105.2
Matrix elements (orbital part) 18.6 19.2 19.8
Inverse of Slater matrices 4.6 4.7 e e 4.8
Determinants 1.6 90.5 e e 92.4
(No. of determinants) (50) (696) (696)
Total 54.3 144.6 e e 2222

Sulfur atom

Jastrow 89.5 73.8 128.6 181.1
Matrix elements (orbital part) 64.7 64.8 64.8 64.7
Inverse of Slater matrices 18.2 18.0 18.0 17.9
Determinants 6.2 214.8 214.8 214.7
(No. of determinants) (98) (4226) (4226) (4226)
Total 178.6 3714 426.2 478.4

Copper atom

Jastrow 329.5 262.2 472.7 677.0
Matrix elements (orbital part) 335.0 337.5 337.5 337.6
Inverse of Slater matrices 77.1 75.0 75.1 75.9
Determinants 20.2 2120.5 2121.2 2123.1
(No. of determinants) (174) (22 098) (22 098) (22 098)
Total 761.8 2795.2 3006.5 3213.6

TABLE VIII. Decomposition of the total computational cost of a series of elementary optimization steps for the oxygen, sulfur, and copper atoms. Comparison
between timings obtained when optimizing the parameters of a global Jastrow and those of a multi-Jastrow form. In this table J[k] corresponds to the
optimization of k parameters of a global Jastrow term, J [k]¢ is the optimization of k parameters of the Jastrow J,, attached to orbital ¢, (J4[k]¢p,J AP is
the optimization of k parameters of the Jastrow J, attached to ¢ and [ parameters of the Jastrow & attached to ¢. (J¢[k]¢,J¢[k]$) is the optimization of k
parameters of a single common Jastrow attached to both ¢ and ¢ orbitals. Timings in seconds of CPU time using a standard processor (only the relative values
are meaningful). The number of optimization steps has been taken large enough to avoid overhead effects associated with too short simulations.

J[1] J[19] Jyl11¢ Jg[2]¢ Jg[12]¢ J 21, T501p J 11, 511 J11. 1,11
Jastrow
O atom 59.4 92.4 46.0 55.6 124.9 111.4 80.8 46.1
S atom 287.4 382.8 171.7 207.5 547.1 368.4 330.3 175.0
Cu atom 656.3 1291.3 425.2 649.7 3621.6 1277.3 876.9 446.6

Matrix elements

O atom 62.0 62.1 62.2 62.1 62.1 62.1 62.1 62.1
S atom 145.9 145.7 145.8 146.5 146.7 146.8 145.7 146.6
Cu atom 372.1 3725 372.6 371.9 3722 372.8 372.5 3725

Inverse of Slater matrices

O atom 4.6 4.7 4.7 5.1 4.8 4.7 4.7 4.6

S atom 18.2 17.8 17.9 18.0 18.9 18.4 18.2 18.5

Cu atom 77.8 77.9 78.3 78.2 86.9 80.4 77.7 78.3
Determinants

O atom 236.9 324.1 767.5 415.1 317.8 307.0

S atom 866.9 1187.9 4495.4 1195.6 1138.7 1187.1

Cu atom e e 4629.1 6929.2 32401.7 6850.7 6761.5 6888.9
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we can imagine to define and preoptimize once for all some
pairs of local Jastrow and localized molecular orbitals for
various chemical situations. By introducing such local el-
ementary pieces, we can hope to be able to build a “molecu-
lar Lego” way trial wavefunctions of good-quality for arbi-
trary complex molecular systems. Work along this direction
is presently under way.
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